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Abstract
In this paper, we propose Hierarchical Noise-Deinterlace 
Net (HNN), a hierarchical framework for image denoising 
aimed at recovering clean images from noisy observations. 
HNN processes both global and local information through a 
hierarchical encoder-decoder network with a Global-Local 
Spatio-Contextual (GLSC) block, learning fine-grained 
features and high-frequency details. This approach 
addresses limitations in existing methods such as vanishing 
gradients and lack of global context awareness. We 
demonstrate the efficacy of the HNN framework on 
benchmark datasets, showing a 5% (↑ in dB) increase in 
performance compared to state-of-the-art methods.

HNN: Hierarchical Noise-Deinterlace Net

Contributions
• The main contributions of this work include: 

We propose a hierarchy-based framework (HNN) for 
image-denoising.
• We propose a novel hierarchical feature encoder to 

obtain features from three distinct scales.
• We propose a Global-Local Spatio-Contextual 

(GLSC) block for learning of fine-grained features 
and high-frequency details.

• We introduce LH N N as a weighted combination of 
L1loss, VGG-19 perceptual loss, and MS-SSIM to 
exploit local spatial and contextual information across 
scales while keeping the original resolution of the 
image intact.

• We demonstrate the results of image denoising on 
bench- mark, real and synthetic datasets, and compare the 
performance with SOTA methods using quantitative 
metrics.
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Conclusions
In this work, we propose HNN, a hierarchical network for 
image denoising that improves fine-grained information 
learning by exchanging information across scales. We 
introduce LHNN, a weighted combinational loss incorporating 
L1 loss, VGG-19 perceptual loss, and MS-SSIM to enhance 
spatio-contextual learning. Our experiments on benchmark 
datasets demonstrate HNN's superior performance compared 
to state-of-the-art methods using various quantitative metrics.
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