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ABSTRACT
We propose a framework for enhancing images
captured in extreme low-light conditions, termed
Vision in Dark (ViD). Low-Light Image
Enhancement (LLIE) techniques improve degraded
low-lit images, addressing noise, color distortions,
and insufficient brightness. Recent LLIE methods
incorporate Retinex theory with deep learning, but
they struggle with decomposing images into
reflectance and illumination under extreme low-light
conditions. ViD framework decomposes images into
intrinsic components regardless of lighting
conditions. ViD demonstrates a 13.9% performance
increase over state-of-the-art methods on
benchmark and custom datasets.

CONTRIBUTIONS
• A Retinex Theory-based deep learning framework 

for extreme low-light image enhancement and is 
named as Vision in Dark (ViD). 
• Image Intrinsics Decomposer (IID) to 

decompose given image into its 
intrinsics(reflectance and illumination 
components) in spite of extremely poor lighting 
conditions.

• Image Luminance Enhancer (ILE) to adjust the 
input illumination in correspondence to 
groundtruth illumination.

• Image Intrinsics fusion (IIF) for fusing preserved 
reflectance and adjusted illumination 
components to obtain enhanced images.

• We prepare custom extreme low-light dataset with 
high- resolution images, along with corresponding 
groundtruth information to train the proposed ViD.

• We demonstrate the results of proposed ViD 
pipeline on benchmark datasets in comparison with 
state-of-the- art enhancement methods using 
appropriate quantitative metrics. 

ViD FRAMEWORK ViD RESULTS

The proposed ViD pipeline includes Image Intrinsics Decomposer (IID) 
decomposes the image into reflectance and illumination. Reflectance 
describes light reflected by a surface, which remains constant post-
capture, while illumination varies, Image Luminance Enhancer (ILE) 
enhances the illumination to meet ground-truth requirements. The 
illumination map provides ambient light levels and distribution, and 
Image Intrinsics Fusion (IIF) fuses the enhanced illumination with the 
retained reflectance to produce enhanced images. The proposed 
method is guided by following loss functions:

LIID = Lrecon + LIC + LRC
LILE =  α ∗ Lvgg + β ∗ L1

LIIF = α ∗ Lvgg + β ∗ L1 + γ ∗ LMSSSIM

METHODOLOGY

SOTA COMPARISON ON CUSTOM DATASOTA COMPARISON ON UHDFour DATA

QUANTITATIVE RESULTS

• Embedding fourier for ultra-high-definition low-
light image enhancement. In ICLR, 2023.

• Deep retinex decomposition for low-light 
enhancement. arXiv preprint arXiv:1808.04560, 
2018 
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